
Davide Ceneda, Christopher Collins, Mennatallah El-Assady, Silvia Miksch, Christian Tominski, and Alessio Arleo

Abstract—Guidance can support users during the exploration and analysis of complex data. Previous research focused on characterizing the theoretical aspects of guidance in visual analytics and implementing guidance in different scenarios. However, the evaluation of guidance-enhanced visual analytics solutions remains an open research question. We tackle this question by introducing and validating a practical evaluation methodology for guidance in visual analytics. We identify eight quality criteria to be fulfilled and collect expert feedback on their validity. To facilitate actual evaluation studies, we derive two sets of heuristics. The first set targets heuristic evaluations conducted by expert evaluators. The second set facilitates end-user studies where participants actually use a guidance-enhanced system. By following such a dual approach, the different quality criteria of guidance can be examined from two different perspectives, enhancing the overall value of evaluation studies. To test the practical utility of our methodology, we employ it in two studies to gain insight into the quality of two guidance-enhanced visual analytics solutions, one being a work-in-progress research prototype, and the other being a publicly available visualization recommender system. Based on these two evaluations, we derive good practices for conducting evaluations of guidance in visual analytics and identify pitfalls to be avoided during such studies.
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1 INTRODUCTION
Visual Analytics (VA) combines human and machine effort to generate insights [15, 29]. The problem, though, is that human-computer collaboration is typically imperfect due to noisy and incomplete communication on goals and tasks between user and system, which translates into time-consuming trial-and-error attempts at data analysis. For this reason, guidance approaches are studied to ease the user’s analysis and close potential knowledge gaps that might hinder the analysis [7].

The literature on guidance approaches is rich and spans multiple fields [9]. Typical examples of guidance are recommender systems [21, 32, 35], which aim to suggest to the user how to analyze the data (e.g., the next action to take), or how to set up the visual environment to facilitate data exploration and completing analysis tasks. In general, guidance approaches can provide a variety of support to resolve knowledge gaps of different types (e.g., for supporting data manipulation [28], or to support the classification and modeling of data [13]) in different situations [19, 24, 27].

Besides practical implementations, guidance has also been studied extensively from a theoretical point of view [8, 14]. Recently, researchers made further steps to bridge this theory to practice, resulting in frameworks and guidelines for designing and implementing effective guidance [22, 45]. One of the open issues with guidance is that while existing frameworks and approaches claim that the envisioned guidance should be effective for the user (e.g., [5]), it is still not very clear how to evaluate in practical terms the extent to which the guidance succeeded in helping the user. While the literature concerning the evaluation of visual interfaces is abundant, the same cannot be said for the evaluation of guidance approaches. In other words, evaluating the effectiveness of guidance is an open challenge, with most existing works resorting to (sometimes inappropriate) methodologies initially created for evaluating visualizations, not guidance.

But how can guidance be effective? The term is rather vague when referring to guidance, and hence is open to many interpretations. Can we consider it effective when it improves the user’s performance? Or when it is provided in a timely manner? As it is when evaluating visualizations, there are many facets to guidance effectiveness, too. If we aim to design and implement well-thought guidance approaches, we need to be able to specify with sufficient precision which qualities and characteristics a guidance approach should possess to work properly for the user. Conversely, this could also help practitioners understand why certain approaches fall short of providing effective support, which could lead to the design of better guidance in a broader sense.

To address these challenges, we propose a heuristic approach to eval-
evaluating guidance in VA. Building on a recent attempt at characterizing effective guidance design [5], we conducted extensive literature research and interviewed visualization experts to identify what characteristics make guidance effective, ultimately resulting in eight quality criteria. These were then instantiated into two sets of heuristics and questions that can be answered by VA experts (VAEs) such as designers, to assess the quality of the design, and by VA users (VAUs), to assess if the guidance was effective for them during the analysis when solving tasks – hence the “dual” nature of our methodology.

By evaluating guidance from the perspective of VAUs and VAEs, we aim to provide a comprehensive quality assessment of the guidance. Summarizing the paper’s contributions are as follows:

- A characterization of the effectiveness of guidance through the identification of a set of eight quality criteria (see Tab. 1, left column) that contribute to the value and to the effectiveness of guidance.
- Two sets of heuristics (see Tab. 1, center and right column) to evaluate and quantify the effectiveness of guidance, either from the perspective of VA experts (e.g., designers) or VA users.
- An in-depth evaluation of our methodology using two guidance-enhanced VA systems, and a qualitative analysis of the results.
- A detailed protocol and templates (download them here) to replicate the study and apply it to other guidance approaches.

2 Related Work
In this section, we review the literature on the evaluation of visualizations and guidance.

2.1 Evaluating the Effectiveness of Visualizations
Studying the factors that contribute to the effectiveness of visualizations is a challenge tied to the development of evaluation methodologies. By evaluating them systematically, we can judge visual interfaces and get a glimpse of their potential and limitations. In other words, evaluation methodologies aim to assess the effectiveness of a given information display in supporting specific perceptual tasks [33].

The effectiveness of visual displays is the result of many different aspects concerning how the information is shown to the user. Miksch and Aigner argue that the “effectiveness primarily considers not only the degree to which a visualization addresses the cognitive capabilities of the human visual system, but also the task at hand, the application background, and other context-related information, to obtain intuitively recognizable and interpretable visual representations” [36, p.287]. These statements highlight why evaluating visualizations is a challenging task, and that accounts for the variety of domains and scenarios in which information visualization tools are used [44].

Among the many strategies to evaluate visualization, one of the most common is to measure the performance of multiple users using one or more tools in controlled experiments [41]. With this methodology, evaluators observe and collect metrics on how users perform data analyses and use a given tool. Typically, a baseline is used as a benchmark against which all the results are compared. Multiple different metrics can be utilized to assess the usability and performance of visual tools [11, 12]. For instance, execution time or error rates can be utilized to assess a visualization’s effectiveness, i.e., the accuracy fostered by the visualization. Beyond accuracy, assessing effectiveness entails measuring the memorability of a visual display, i.e., recalling data cases or elements of the interface, as well as collecting quantitative and subjective aspects of visualization tools such as user’s enjoyment, satisfaction, fun [42], and aesthetic pleasure [23].

An additional way for evaluating visualizations is using heuristics to assess usability and identify subjective and qualitative problems that might hinder the completion of the analysis [55]. The use of heuristics is common in human-computer interaction to test whether tools comply with well-known design principles and rules of thumb [17]. During the years, many heuristics have been identified to evaluate visualizations in specific contexts and domains [2, 18, 38, 43, 51, 54]. Molich and Nielsen identified nine principles and used them to evaluate visual interfaces, organizing usability issues according to their severity [37]. Heer et al. [25] identified a set of heuristics to evaluate the effectiveness of animated transitions between well-known chart types. Mankoff et al. describe a set of heuristics for the evaluation of ambient displays, which are aesthetic visualizations portraying non-critical information on the periphery of a user’s attention [34]. Wall et al. describe a set of heuristics to evaluate and quantify the value of visualizations, assessing their ability to communicate the essence of the data, the quality of the insights, the confidence of the user, and the performance and time of the analysis (i.e., the so-called ICE-T methodology) [50]. An interesting aspect of this methodology is that it provides a solid way to compare the qualities of multiple (even different) visualization approaches.

In summary, the effectiveness of visualization tools is the result of a variety of factors that mostly depend on how the visualization approach was designed and also on how people use and experience the tool. Taking inspiration from evaluation methodologies for visualizations, we aimed to identify what factors contribute to the effectiveness of guidance. In this aspect, our approach is similar to the ICE-T approach by Wall et al. [50] in that we aim to provide a clear numerical value to represent the effectiveness of guidance approaches and enable the comparison of their characteristics. Moreover, similar to the work by Stasko [48], we aim to characterize but also quantify the value of guidance in VA and the multiple facets of guidance effectiveness.

2.2 Evaluating the Effectiveness of Guidance
In parallel with researching visualizations, scientists also looked for approaches to support and enhance their use. In this regard, it makes sense to differentiate between onboarding approaches [49] – which are mostly utilized before the analysis (e.g., videos and tutorials) to facilitate their use and guidance approaches [7] – which are typically used during the analysis to enhance and facilitate the completion of tasks. In this paper, we focus on the evaluation of guidance techniques.

A guidance approach can be characterized by the knowledge gap(s) it aims to address, by the input used and output produced, and by the degree, which represents the amount of support given to the user [7]. Collins et al. expand the discussion of guidance and examine additional types of knowledge gaps [14]. Ceneda et al. review the literature concerning guidance approaches categorizing papers according to the guidance provided by the system to the user and according to the guidance the system receives from the user [9]. Sperrle et al. expand this categorization, focusing on learning and teaching processes [46]. Han and Schulz investigate a methodology for implementing guidance based on decision support theory [22].

When analyzing the literature on guidance approaches, we can see no single methodology for their evaluation. Even more, the evaluation of guidance and visualization tools are typically carried out together. Hence, the effects and the contribution of guidance to the overall analysis process are not immediately clear or recognizable. Heer et al. describe an approach to enhance the exploration of communities in large networks [24]. To evaluate the approach, the authors focus on its usability [38], following a standard methodology to evaluate visualizations. When evaluating guidance, most approaches focus on assessing whether the introduction of guidance leads to performance improvements. For instance, Bouali et al. present a tool that can recommend appropriate visual encodings to the user; the approach is evaluated in a controlled experiment comparing the performance of users receiving guidance with those applying a completely manual workflow [4]. Gotz et al. also consider performance improvements (i.e., task completion time and error rate) to evaluate their guidance-enhanced approach to suggest appropriate visualizations based on user interaction trails [20]. May et al. describe an approach to guide the exploration of large graphs using signposts. To evaluate it, the authors utilize completion time and two click-based metrics, showing how guidance reduces them significantly. Wongphasawat et al. focus on the effects of guidance and report how the use of a recommender system encourages the use of visualizations of interest [53].

Beyond raw performance, Ceneda et al. explore the effects of guidance on users, describing how, in particular, the guidance provided changed their exploration strategies, i.e., the way users analyzed the data and how, conversely, this led them to a deeper understanding of the data and increased confidence towards the results obtained [10].
We followed an iterative process (see Fig. 1), inspired by He et al. [23], what criteria were used in the literature to evaluate visualizations and we describe this process and its outcome.

Drawing from the literature, our goal is to derive an evaluation methodology that could shed light on the effectiveness of guidance, taking into account these multiple perspectives and providing a comprehensive assessment and a common ground for the comparison of multiple types of guidance. For this reason, we go a step further than existing approaches, describing two sets of heuristics to evaluate guidance from the perspective of VAEs and VAUs. The first step in the process to derive our methodology was to identify the factors (i.e., a set of quality criteria) that contribute to making guidance effective. In the following, we describe this process and its outcome.

3 Methodology

We followed an iterative process (see Fig. 1), inspired by He et al. [23], to derive our heuristic approach in four phases: (i) Identification of quality Criteria (see Sect. 4.1). (ii) Instantiation of the Heuristics (see Sect. 4.2). (iii) Criteria Evaluation (see Sect. 5). (iv) Applicability of the heuristics (see Sect. 6).

We began our research by conducting a literature review to identify what criteria were used in the literature to evaluate visualizations and guidance approaches. Our goal was to pinpoint the terms scientists associated most often with the effectiveness of an approach. In this initial phase, we collected a comprehensive set of terms, including terms like trustworthy, efficient, appropriate, and accessible. Afterward, we organized the terms in a similarity graph, where terms were represented as nodes and their similarity was shown by edges, to identify overlaps among similar terms relating to potential effectiveness criteria and evaluation methodologies. We used the graph to filter down the initial set of quality criteria and organized them into categories, structuring them around the requirements for guidance design by Ceneda et al. [5].

In the following phase, we reviewed the criteria and refined the structure of items and terms in a collaborative manner. This process led to the identification of eight quality criteria that contribute to the effectiveness of guidance. We instantiated these criteria in two sets of heuristics for use by VAUs and VAEs to evaluate guidance.

We conducted three evaluations of our heuristic approach. The first evaluation was focused on evaluating the criteria. We sent out a questionnaire to more than 80 VA scholars with experience in working with guidance and designing visualizations. We received answers from 25 of them, whose feedback helped us refine the criteria and their characterization and provided us with evidence of the soundness of our methodology. The focus of the second and third evaluations was on the applicability of our approach in practical scenarios. We first asked a group of VAEs to apply the heuristics to evaluate existing guidance approaches. Second, a group of VAUs worked with a guidance-enhanced tool and subsequently filled out our heuristics-based questionnaire to evaluate the effectiveness of the guidance they received.

4 The Effectiveness of Guidance

The first step in building an evaluation approach for guidance was identifying the factors and the criteria contributing to guidance effectiveness on which to ground the methodology. A preliminary set of criteria was gathered by reviewing the literature.

Literature review. We searched the proceedings of major conferences as Conference on Human Factors in Computing Systems (CHI), IEEE VIS and EuroVis, and journals like TVCG, CGF, using terms like “guidance,” “visualization,” “evaluation,” as well as synonyms and related words. We identified more than a hundred papers dealing with visualizations, evaluation methodologies, and heuristics and a slightly smaller number of papers dealing with guidance. In particular, we considered literature reports and surveys (see Sect. 2) from which we extracted terms and criteria and categorized papers according to whether they discussed “metrics” or “heuristics.” For guidance-enhanced approaches, we started our research from the survey by Ceneda et al. [9], which we expanded to consider more recent works. Since we could not ground our research on existing evaluation methodologies for guidance, we instead extracted terms and derived qualitative criteria directly from the text, also analyzing the reported user feedback. Typically, guidance approaches are evaluated using qualitative measures. Studies often include direct feedback and citations of the participants (e.g., “thanks to the guidance, the participant reported an increased trust in the results obtained” [10, p.7]). In these cases, we synthesized participants’ feedback, organizing it in tokens (e.g., “increased trust”) representing different facets of guidance effectiveness. From this analysis, we collected more than 180 terms comprising heuristics, metrics, and quality criteria, of which around 40 were specifically used for evaluating guidance-enhanced approaches. We did not immediately discard qualities used solely to characterize the effectiveness of visualization approaches. Instead, we kept them to understand whether they could also be applied to guidance, given the tight relationship between the two.

O'Donovan et al. propose a qualitative evaluation of their guidance-enhanced approach to improve visualization design with layout suggestions and highlight how the designs recommended by the guidance system were favorably evaluated by experts [39].

Krause et al. assess how their guidance-enhanced approach can foster deeper insights into predictive models and improve model interpretability [30]. An interesting way to evaluate guidance is presented by Krishnamoorthy and Brusilovsky, who presented a tool to guide students toward appropriate examples of a pre-selected topic [31]. In particular, the authors focus not only on the evaluation of the interface design, but also on measuring the amount of help provided to the users, their ability to perceive progress, the navigability of the tool, and on measuring whether a certain goal was achieved thanks to the guidance. O’Donovan et al. propose a qualitative evaluation of their guidance-enhanced approach to improve visualization design with layout suggestions and highlight how the designs recommended by the guidance system were favorably evaluated by experts [39].

We emphasize that similar to what happens for visualizations, guidance approaches are applied in a variety of scenarios providing diverse types of support. Consequently, no single way to evaluate guidance is known in the literature. Some approaches use mere performance as an indicator of the effectiveness of guidance. Others check whether an approach complies with suitable design practices, such as usability, recall, and interpretability of the provided support, assessing guidance from a designer’s perspective. Finally, others are instead concerned with evaluating the qualitative aspects of guidance and its influence on the analysis, evaluating the provided guidance from a user perspective.

In the following phase, we reviewed the criteria and refined the structure of items and terms in a collaborative manner. This process led to the identification of eight quality criteria that contribute to the effectiveness of guidance. We instantiated these criteria in two sets of heuristics for use by VAUs and VAEs to evaluate guidance.

Figure 2: The similarity graph of terms, used to derive a minimal set of quality criteria. Nodes represent qualities and edges represent the similarity between concepts. The full graph is provided as supplementary material.

Organizing and structuring. Next, we worked to give structure to the terms collected and organized them in a graph. This graph revealed similarities that allowed us to reduce the number of terms to a manageable level. In 2020, Ceneda et al. [5] presented a framework to support the design of guidance approaches comprising steps, questions, and threats that designers must address. Their framework is supported by a list of requirements representing ideal qualities that a guidance approach should have in order to effectively address the users’ knowledge gaps. According to this previous work, effective guidance derives from the following qualities: Adaptive, Available, Trustworthy, Controllable, and Non-disruptive [5]. We used these design requirements as initial aggregation nodes for the terms we collected reviewing the literature. We used the online visual collaboration platform Miro to create a similarity graph (with 70+ nodes and 90+ edges). Fig. 2 shows a portion of the graph (the complete similarity graph is available as supplementary material). Nodes (in blue) represent the terms and the qualities we collected, which we organized around the requirements described by Ceneda et al. (in orange). Edges between nodes represent possible analogies between concepts. We used this graph to refine and filter the list of terms, equally in a top-down and bottom-up manner, but
also to capture the different nuances of guidance effectiveness. For example, thanks to this structuring, we realized that the timeliness of the guidance and the expressiveness of its encoding contribute to its non-disruptiveness. Similarly, we found that the trustworthiness of guidance depends on its explainability and, therefore, merged the two qualities. The result of this phase was a set of 15 terms and qualities, which we further examined in the following phase.

Refining the criteria While the previous phase was run mainly by two authors, the whole team collaboratively reviewed and examined further the resulting set of terms and qualities. In particular, additional similarities among terms were identified and some of them (e.g., non-disruptiveness) were deemed misleading, and thus, deleted. Hence, the terms were additionally aggregated, and the different nuances related to each quality were captured and formalized in a set of eight quality criteria capturing the effectiveness of guidance. Each criterion was, in the end, represented (or summarized) by a single term. To avoid confusion and potential ambiguities, we also provide a definition of each term.

4.1 Quality Criteria and Definitions

Here, we summarize our definitions and characterize the qualities that best describe the effectiveness of guidance. Note that what follows already includes the changes derived from the expert feedback gathered during the evaluation of our methodology (see Sect. 5).

After listing their definitions, we characterize each quality in more detail and refer to relevant literature in separate paragraphs.

- **Flexible** – The guidance is flexible when the degree of support adequately adapts to the analysis situation(s).
- **Adaptive** – The guidance is adaptive when it considers user preferences, habits, and current task requirements.
- **Visible** – The guidance is visible when it guides users toward their analytical goals and supports the completion of tasks.
- **Controllable** – The guidance is controllable when the user can switch the guidance on/off, request alternative recommendations, or revert previously followed recommendations.
- **Explainable** – The guidance is explainable when its recommendations are easily understood and the way they were generated is made transparent to the user (also on demand).
- **Expressive** – The guidance is expressive when its encoding is appropriate and users can extract the information needed to make analytic progress.
- **Timely** – The guidance is timely when it is provided on time and only when needed.
- **Relevant** – The guidance is relevant when it guides users toward their analytical goals and supports the completion of tasks.

Flexible The extent and type of support the user receives during the analysis (i.e., the *guidance degree* [7]) are dynamically adjusted. This criterion explicitly addresses the need to identify a suitable guidance degree and the extent to which the system can adjust the amount and the type of support during the analysis (i.e., how tailored and stringent the guidance within a user task). Typically, the amount of guidance the user needs varies during the analysis, so the system must react to it dynamically to support the user effectively.

Adaptive The content of the guidance (i.e., the information provided to the users to guide them) is adapted according to the analysis context, for example, when the user task or preferences change [45]. While the previously-described flexibility criterion addresses the need of identifying the appropriate *degree* of guidance, this one addresses the need to adapt the *content* of the suggestions given to the user. Typically, adaptiveness can be achieved by considering analytic provenance information, user preferences and user experiences, habits, and interactions with previous suggestions (e.g., rejected guidance) [43], which can all be used to generate user-tailored content.

Visible This criterion ensures that the status of the guidance (e.g., if it is active or not, and its parameters) is visible to the user using appropriate visual feedback and within reasonable time [43]. That is, the guidance is effective if the user can perceive it. Similar criteria are typically used also for visualizations (e.g., [38]). In this, we extend their application to guidance-enhanced approaches as well.

Controllable It must be possible for the user to fine-tune and control the parameters that influence the way the guidance is produced [5]. This criterion aims to evaluate whether a guidance approach allows the user to control, for instance, the level of details and the amount of guidance provided (see *flexible*), and switch it off occasionally. Drawing from well-known heuristic approaches, an effective guidance system should show marked exits, support undo/redo of actions [37], allow easy access to parameters and settings [38] and, more in general, to orientation features, for improving usability and hence, guidance effectiveness.

Expressive This criterion aims to assess whether guidance suggestions can be provided and communicated to the user using an appropriate language (i.e., using the user’s language [37]). The chosen encoding should be used consistently throughout the system so to avoid confusion and ambiguities and to make the guidance recognizable in the visual interface (compare, for instance, the *legibility* heuristic [43]). The expressiveness of guidance also concurs with its explainability.

Explainable This criterion aims to assess the way the guidance is communicated and understood by the user. Explainable suggestions can concur to increased acceptance and trust (see guidance trustworthiness [5]) towards the received guidance. Furthermore, to uphold effectiveness, the explainability should not be limited to the suggestion itself but also clearly expose the process that led the system to it (which is typical in ML applications [47]). The user should be entitled to ask for more explanations and details, if necessary (see the *controllable* criterion). Generally, the guidance should adhere to the principle of least astonishment [3], i.e., the system should behave in a way that most users will expect. When this does not happen (e.g., when the user has to be addressed toward a new analysis path), each action and suggestion coming from the system should be adequately explained to avoid confusion.

Timely The timeliness criterion assures that the guidance is provided at the right time, without delays, so as not to disturb or interrupt the user, or interfere with other tasks (e.g., when the task changes and the guidance is late and, hence, not relevant anymore). Together with the use of appropriate explanations, the timeliness of guidance concurs to make it accepted and trusted by the user [6].

Relevant The last criterion deals with assessing whether the guidance can guide the user toward relevant analysis results and, at the same time, avoid that the user makes errors in the process. The guidance should have an aim and be able to perform basic tasks to support the user. The relevance of guidance is related to its ability to achieve these aims and perform these tasks. Typically, the system should be able either to *guide* users toward the analytical goal, to *correct* and realign them along other analytical paths if problems are detected, and to *ask* for user input if needed (see the *guide*, *correct*, and *ask* tasks of Pérez-Messina et al. [40]). The analysis process is typically complex, and due to this complexity, many mistakes can happen. Drawing from accuracy metrics, the system should help users avoid analysis errors, or at least help them recover and get back on track, exposing uncertainties and biases [2]. In this regard, the combination of error detection and prevention functionalities accompanied by appropriate explanations (see *explainable* and *expressive* criteria) is necessary to ensure the user does not return to the erroneous analysis path. The guidance should also lead users towards their analysis goals, help them discover the unexpected when possible, or even generate hypotheses about the data in the first place. If a goal cannot be immediately identified (e.g., at the beginning of the analysis, goals could be undefined), the system can poke the user for details about the scope and goals (see the “ask” tasks [40, 45]). All these results could be achieved in multiple ways. Hence, the system should support the exploration of alternatives when several actions are possible depending on the analysis context. The ability of the system to achieve these guidance tasks contributes to its relevance.
<table>
<thead>
<tr>
<th>Effectiveness Criteria</th>
<th>Heuristics for Visual Analytics Expert (VAEs)</th>
<th>Heuristics for Visual Analytics Users (VAUs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexible</td>
<td>EHE1 The guidance degree is dynamic.</td>
<td>UH1 The guidance received matched my need for support when using the tool.</td>
</tr>
<tr>
<td>Adaptive</td>
<td>EHE2 Make the guidance degree dynamic</td>
<td>UH2 The system allowed me to adjust the guidance degree to my needs.</td>
</tr>
<tr>
<td>Visible</td>
<td>EHE3 Integrate the guidance in the interactive visual environment</td>
<td>UH3 I felt the system was considering my input (e.g., previous selections).</td>
</tr>
<tr>
<td>Controllable</td>
<td>EHE4 Use different sources of user input, e.g., selections, and past interactions to flexibly adjust the guidance.</td>
<td>UH4 The guidance degree is adequate and adapts to the situation.</td>
</tr>
<tr>
<td>Explainable</td>
<td>EHE5 Use the user's language to provide guidance</td>
<td>UH5 The guidance suggestions used a language I could understand.</td>
</tr>
<tr>
<td>Expressive</td>
<td>EHE6 Use an intuitive and consistent visual encoding for guidance (consistency).</td>
<td>UH6 The guidance encoding is unambiguous.</td>
</tr>
<tr>
<td>Timely</td>
<td>EHE7 Deliver guidance in real-time, without delays for the user</td>
<td>UH7 The guidance was provided at the right time when I needed it.</td>
</tr>
<tr>
<td>Relevant</td>
<td>EHE8 Help explore all alternatives when several actions are possible.</td>
<td>UH8 The guidance helped me get out of a stalled analysis.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UH9 The guidance helped me solve my tasks in an accurate way, reducing the possibility of doing errors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UH10 The guidance helped me identify errors and guide me towards the correct solution.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UH11 The guidance helped me answer questions about the data.</td>
</tr>
</tbody>
</table>

Table 1: The sets of heuristics to evaluate the effectiveness of guidance. The columns list the quality criteria associated with the effectiveness of guidance (left), the VAUs heuristics (center), and the VAEs heuristics (right). Rows specify the actual heuristics.
4.2 Heuristics for Dual Expert/End-User Evaluation
We derived the heuristics from our quality criteria such that the resulting heuristics covered all the nuances specified by the criteria’s definitions. The heuristics are listed in the table in Tab. 1 in the central and right columns along with the quality criteria in the left column.

Evaluators To whom is our methodology addressed? During the initial phases of research, we realized that certain aspects of guidance could be better judged after having experienced the tool and received the guidance in the first place. For example, to check if the guidance was provided on time or helped in getting out of problematic situations, it makes sense to refer to VA users who actually received the guidance. Likewise, we realized that VA experts (e.g., designers) could better assess other criteria from the first stages of development without needing to actually experience the tool. This led us to derive and instantiate the criteria in not one but two sets of heuristics, each focused and tailored for a specific type of user: VAEs and VAUs.

In total, we describe a different number of heuristics, 27 to be assessed by VAEs and 18 for VAUs. We expect the expert evaluators to be knowledgeable of the guidance concept and of visualization design in general. We do not expect the user evaluators to be knowledgeable besides being able to use a VA system.

Formulation We formulated the heuristics keeping in mind their specific audience. For instance, this implied formulating the VAEs heuristics using the first-person singular and avoiding domain-specific terms and references to guidance terminology (e.g., references to the guidance degree or the knowledge gap were avoided), as we do not expect VAUs to possess any specific knowledge of those terms. Also, VAUs heuristics were formulated positively using single sentences and avoiding conjunctions, to ease their interpretation and their assessment in a survey. Conversely, heuristics meant for VAEs are shorter and typically formulated as rules of action.

4.2.1 Running the evaluation
Our heuristics are to be applied practically using different questionnaires for VAEs and VAUs. While VAEs need to have direct access to the studied system and its guidance to evaluate the effectiveness, VAUs do not necessarily need to use the tested tool (i.e., the system could still be in the design phase) but may rely instead on design descriptions (e.g., sketches, videos, mockups).

Given the different target audiences of the two heuristics sets, we expect them to be rated differently according to the following scheme.

• VA experts VAEs can rate the system’s adherence to the heuristics assessing the application or the violations of the different design principles (e.g., using a Likert scale from 1–clearly violated to 7–clearly applied, or N/A not applicable). The identified violations of design principles and heuristics can be reported. Subsequently, severity ratings [36] (e.g., from 0 – not a problem, to 4 – design catastrophe) could be used to assess their severity and allocate enough resources to possibly solve them to improve guidance effectiveness. In line with Molich and Nielsen, we expect VAEs heuristics to be rated at least by 3–5 evaluators to identify a wide range of design problems. Finally, given the way we created the heuristics, we assume that the evaluation of guidance can be run in parallel with the typical assessment of usability problems [37].

• VA users On the other hand, VAUs heuristics are formulated as statements, we expect VAUs to rate them using a 7-point Likert scale ranging from 1–strongly disagree to 7–strongly agree or N/A not applicable, to assess their agreement with the reported statement/heuristics. Subscores can be calculated for each criterion by summing the agreement (1–7), representing an estimation of the different qualities of the system under analysis. A final score can be obtained by summing the subscores to obtain an overall estimation of the effectiveness of guidance. Calculating and using scores and subscores enables the direct comparison of (different) guidance-enhanced approaches and their characteristics. Finally, VAUs heuristics should be evaluated with at least 15 users in order to achieve a reliable result.

Questionnaires The questionnaires for VAEs and VAUs, and the protocol to run the evaluations can be found in this Git repository

5 Consolidating Quality Criteria
As part of our effort to assess the quality, clarity, and comprehensiveness of our set of effective guidance criteria, we ran an expert evaluation with a twofold purpose. First, we wanted to gather feedback about the selection of terms, on the lookout for what we might have missed during the literature review (see Sect. 3). Second, we were interested in the participants’ opinions about the quality criteria and their definitions, looking for alternate formulations and/or additional quality criteria. Here, we describe the study design that led us to those results.

Procedure The evaluation was arranged as a two-part online survey. After completing the informed consent form, we described the scope of the study to the participants. In the first part of the study, we asked the participants to think of at least three adjectives or qualities they associated with their personal idea of effective guidance. We also asked, as an optional question, to provide and describe additional qualities, discuss examples, or further justify the given adjectives. In the second part, we presented visualization experts with nine quality criteria with their proposed definitions (different from the final list presented in Sect. 4.1 and available in the supplemental material). For each one of them, we first asked the participants their opinion about their relevance in the context of a VA system on a 1 (not important at all) to 5 (essential) scale, e.g., “In the context of a VA system, in your opinion how relevant is it for the provided guidance to be adaptive?” The participants were also asked to evaluate our definitions of the criteria, stating if they agreed with them or not. Participants were encouraged to provide their own definitions and additional comments about their assessment. Finally, participants could provide overall feedback on the set of criteria as a whole, evaluating, for instance, the importance of each criterion compared to the others in capturing the effectiveness of guidance.

Participants We administered an online questionnaire to scholars with proven research experience (i.e., a publication record) in visualization and guidance. We contacted them by email and gave them three weeks to complete the survey. Participants were not remunerated for their participation. Ultimately, 25 of them answered the questionnaire.

Outcome From the answers, we gathered around 100 terms, qualities, and adjectives that experts associated with effective guidance. We preprocessed the list to remove duplicates and merge similar terms. This step was facilitated by the examples and explanations provided by the participants. Overall, we obtained around 50 terms to merge with those collected from our initial literature review (see Sect. 3). For this purpose, we created a similarity graph in which the crowdsourced qualities (nodes) were associated (with edges) with previously gathered literature terms according to their similarity. The similarity graph helped us refine the criteria and capture nuances we did not previously consider. For example, participants reported confusion when reading the definitions of adaptive and flexible guidance and suggested exchanging their names. Other fine-grained adjustments were made to the other criteria and their definitions. For example, based on the feedback received, we renamed a criterion to relevant (which previously was referred to as purposeful) and merged it with one concerning the resiliency of guidance. Finally, it is worth mentioning that the study participants mostly associated guidance effectiveness with its explainability (i.e., among the reported terms, many cited “clear,” “transparent,” “descriptive,”) and its relevance (i.e., “successful,” “insights,” “task-oriented,” “helpful,” “meaningful”). This information can, for example, be helpful for weighting the severity ratings in actual evaluations of guidance systems.

All the feedback and insights we gathered from this first study went into the refinement of our quality criteria and respective definitions (see Sect. 4.1).
The task of the VAEs is to identify a city with a specific climate given a set of constraints. The system in question is currently in development as part of another research project involving some co-authors of this paper. It can provide enhanced VAE prototype, we assembled a video of a system under development, which we then showed to the study participants.

The video showed six scenarios of how later users are supposed to use and benefit from the guidance features included in the system. The system in question is currently in development as part of another research project involving some co-authors of this paper. It can provide different types of guidance at different stages of the data exploration process, and is portrayed in Fig. 3.

The system employs multiple coordinated views to support various analytical tasks. In our case, it is used to analyze a dataset comprising weather data collected from different cities worldwide. The task of the user is to identify a city with a specific climate given a set of constraints. The data are shown in a scatterplot, a line chart, and a world map, respectively labeled as (1-3) in Fig. 3. Using these views, the user can choose to visualize, filter, and select different data dimensions and analyze their evolution over time. Guidance is provided as blue textual boxes that appear next to the scatterplot, suggesting to the user what parameters and what data to select in the given visualization.

6.1 VAEs Evaluation

The goal of this expert evaluation was to determine whether VAEs could apply our heuristics to assess the guidance quality in the design stage.

6.1.1 Study design

According to Nielsen [38], it is often the case that evaluators do not have access to the actual system when evaluating the ongoing design, especially if the evaluation takes place early in the development cycle. Hence, to recreate the conditions of a realistic evaluation of a guidance-enhanced VA prototype, we assembled a video of a system under development, which we then showed to the study participants.

The video showed six scenarios of how later users are supposed to use and benefit from the guidance features included in the system. The system in question is currently in development as part of another research project involving some co-authors of this paper. It can provide different types of guidance at different stages of the data exploration process, and is portrayed in Fig. 3.

The system employs multiple coordinated views to support various analytical tasks. In our case, it is used to analyze a dataset comprising weather data collected from different cities worldwide. The task of the user is to identify a city with a specific climate given a set of constraints. The data are shown in a scatterplot, a line chart, and a world map, respectively labeled as (1-3) in Fig. 3. Using these views, the user can choose to visualize, filter, and select different data dimensions and analyze their evolution over time. Guidance is provided as blue textual boxes that appear next to the scatterplot, suggesting to the user what parameters and what data to select in the given visualization.

Figure 3: The guidance-enhanced system we used for the expert evaluation. It features different views, including a scatterplot (1), a line chart (2), and a map (3), as well as the possibility to provide guidance to the user. The guidance appears next to each chart as a blue textual box (see for example (4) close to the scatterplot), suggesting to the user what parameters and what data to select in the given visualization.

Table 1: Results of the experts (E1-E5) evaluation. In the table, the ratings are grouped according to the different effectiveness criteria and ordered based on the ratings. Reddish cells represent ratings close to 1 (heuristics violated), while greenish cells represent ratings close to 7 (heuristics applied). Columns are ordered based on the average rating, from higher to lower ratings.

6.1.2 Outcome of the expert evaluation

All five experts completed the survey and the results were used for our evaluation. The results are summarized in Fig. 4. For convenience, we grouped the answers according to the quality criteria and calculated an average of the Likert ratings. The system obtained a total average score of 5.1 (of possible 7). In the context of our evaluation methodology, an average score equal to or above 5 means that the system provides sufficient guidance [50].

In general, the expert participants were able to apply our heuristics to identify and rate all the characteristics of the guidance, in line with the features (F1–F5) described earlier. The participants identified the guidance degrees (F5) provided by the system and assessed its Flexibility, but also sometimes highlighted the lack of dynamism in adjusting the guidance degree to the user needs. The Adaptability of the guidance was positively assessed: The participants recognized that the content of the suggestions was adapted according to the user needs and that the
As specified in Sect. 4.2.1, we assume users are exposed to our heuristics and their weakly satisfactory score. However, the participants highlighted how the guidance parameters and settings. The Controllability of the guidance received bad ratings overall. The participants complained that the user was not allowed to ask for guidance, modify its parameters, or turn it off. Similarly, VAEs recognized that the guidance did not have explanations (F1), nor could it be requested by the user, so its rationale or motivation could only be guessed. The Expressiveness received an average rating of 5.2, which is greater than five and a weakly satisfactory score. However, the participants highlighted how the encoding of the guidance, which sometimes employed screen coordinates in pixels for the suggestions, was not particularly user-friendly and inexpressive and suggested changing it. The Timeliness of the suggestions received good ratings, with one expert recognizing that, in one scenario, the guidance was delayed (F2). Finally, the Relevance of the guidance received mixed ratings. Some participants recognized that the guidance was typically on-spot (F4). However, they also recognized the presence of misguidance (F3) and that the missing explanations exacerbated this situation, which made them decrease the final rating.

6.2 VAEs Evaluation

We set up a second study to assess the applicability of our heuristics for VAEs. While the goal of the expert evaluation was to assess if a small number of experts could identify a significant number of design issues, our goal for the user evaluation was to assess the coherence of the provided answers and if they could be used to shed light on the effectiveness of a guidance-enhanced system.

6.2.1 Study design

As specified in Sect. 4.2.1, we assume users are exposed to our heuristics only after experiencing the guidance to judge its effectiveness. For the study, we employed the open-source guidance system “Voyager” (see Fig. 5), a mixed-initiative system that enables users to perform a guided exploration of a dataset [52]. In terms of guidance, the system offers different kinds of recommendations to support the selection of appropriate visualizations to perform the analysis. Upon the user selecting the data dimensions to analyze, the system generates a list of appropriate visual encodings based on their perceptual properties and statistical measures of the dataset. Moreover, when the user selects a specific visualization, the system can recommend additional data dimensions to be explored as well as alternative encodings of the same data.

The Voyager system can be categorized as providing orienting and directing guidance [7]. Orientation is upheld by presenting to the user a broad set of charts to choose from to start the exploration as soon as the data is selected. Directions are given when the user is looking for alternative encodings, to which the system responds by providing a ranked list of different possibilities. Moreover, the system features (to a certain extent) adaptiveness, in that the process of generating suggestions considers the user input. Voyager guidance has no explainability in its design and implementation, and the timeliness of the recommendations as well as means to control the guidance parameters were not considered during the system design. However, the authors of Voyager found out that the guidance promoted increased coverage of the data variables under analysis (thus, it was deemed relevant).

Participants We asked 50 students to take part in this evaluation. They were part of a bachelor-level course on information design and visualization and have some preliminary knowledge of visualization concepts, but cannot be considered VAEs. Students could freely decide to participate either in our study or take part in an alternative assignment.

Procedure After signing a consent form, the participants were guided through a practical tutorial to make them familiar with the system features and the guidance, using the embedded car dataset. Afterward, they were asked to switch to the embedded FAA Wildlife Strike dataset – which includes statistics of animal striking aircraft – to solve an analysis task. The task comprised getting familiar with the dataset and “getting a comprehensive sense of the dataset’s content, collecting interesting patterns, trends, or other insights worth sharing with colleagues.” We did not impose a strict time to complete the task, but we suggested using the tool for 5 minutes at least. To motivate them to interact with the system, we asked them to write a short report (a few lines) of their findings at the end of the study. Finally, after the task was completed, we administered a questionnaire containing our 27 VAEs heuristics.

6.2.2 Outcome of the user evaluation

In total, 39 students answered to our questionnaire. All the received answers were deemed valid (i.e., no incomplete questionnaire was submitted) and valuable for our evaluation. The results are summarized in Fig. 6 (the full graph is provided as supplementary material), in which results are grouped according to the quality criteria. To unfold the evaluation outcome, we provide a high-level assessment of these results. Moreover, we conduct a comparative analysis by running the same protocol but with VAEs participants, albeit using expert heuristics.

Qualitative analysis The results collected provide an assessment of the Voyager system from a guidance perspective. Participants assigned low ratings to the Adaptability of the guidance. While the system can provide guidance based on the currently selected data, the participants assessed that the guidance was not adapting to changing needs (UH2, central column, Tab.1) nor considered past interactions and analytical provenance to update suggestions (UH3). Also, the Controllability criterion received mixed evaluations. The participants highlighted that the system does not allow the user to provide feedback to the guidance (UH8) or fine-tune it (UH9). The study participants positively assessed its Explainability, as they could easily understand why particular suggestions were provided (UH12). For this reason, they also trusted the guidance (UH13) but highlighted how additional explanations could not be requested on demand (UH14). Finally, analyzing the Relevance of the guidance, the participants reported that they were not supported in getting out of problematic situations nor was the possibility of making errors reduced significantly. This outcome is in line with the tool.

Figure 5: Voyager [52], the guidance-enhanced system for our user evaluation.

Figure 6: Results of the user evaluation of Voyager [52]. For space reasons, we do not report the ratings but simply color-coded the table according to the ratings. Reddish cells represent ratings close to 1 (disagree with heuristics), while greenish cells represent ratings close to 7 (agree with heuristics). Columns are ordered based on the average rating, from lower to higher.
specifications [52]. After all, the user is always in charge of making decisions. The system cannot determine if errors are done when solving a task, as it only suggests how to visualize the data appropriately. However, the students reported that the guidance was appropriate for their task and that it helped them reason about the data (UH23–24).

Quantitative Analysis Following standard practices for developing and assessing surveys and heuristics [26], we performed a quantitative analysis of the results obtained, according to the different quality criteria. In particular, we applied Cronbach’s alpha [16] to the results obtained. This is a measure of reliability used to calculate the internal consistency of tests and measures (as our heuristics). We obtained an average score of $\alpha = 0.87$, indicating that the collected responses are consistent. This consistency suggests that our heuristics are reliable and that our criteria are not redundant.

6.2.3 Comparative analysis

Comparison with original evaluation We provide a comparative analysis of the user evaluation results, examining them in contrast to the results of the original evaluation performed by the authors of Voyager [52]. Our evaluation approach provides a much more detailed assessment of the guidance compared to how the system was originally evaluated. The initial evaluation [52] aimed to discover the value of adding guidance and its usefulness in supporting data exploration (i.e., get an overview). The results of the initial evaluation partially cover some aspects, which in our methodology are considered by the criterion of Relevance. The authors also assessed the users’ trust towards the recommendations (the same aspect is part of our Explainability criteria, which has a broader scope, though). In our evaluation, VAUs reported, as in the original evaluation, that they trusted the system recommendations. However, our methodology expands such assessment showing a need for more adaptation, flexibility, suitable explanations, and control over the guidance (as shown in Fig.6).

Comparison with VAUs evaluation We also ran a parallel expert evaluation of Voyager, using the VAUs heuristics and involving three additional visualization and guidance experts. The results are shown in Figure 7. In summary, by comparing results with Figure 6, we can see how the results are consistent between the two groups of evaluators. However, we can also see how the results of some criteria slightly diverge between VAUs and VAUs on some aspects which we describe in the following. Both groups of evaluators reported, for instance, that the guidance was Timely, and both assigned low ratings to its Controllability and Explainability. However, VAUs assigned low ratings to the guidance Adaptability, while VAUs, on average, provided higher ratings, signaling that the design of the guidance could be potentially improved. Still, on the Adaptability criterion, only one VAUs (1 of 3) recognized that the content of the suggestions does not consider analytic provenance or user preferences, rating it 2. On the other hand, VAUs rated positively the Relevance of the guidance in supporting dataset exploration and getting an overview. At the same time, VAUs consistently highlighted that the system could not recognize and prevent errors or biases.

Figure 7: Results of the expert evaluation of Voyager [52]. Reddish cells represent ratings close to 1 (heuristics violated), while greenish cells represent ratings close to 7 (heuristics applied). Columns are ordered based on the average rating, from lower to higher.

7 DISCUSSION AND LESSONS LEARNED

Importance of quality criteria The results show that the effectiveness of guidance comes from a combination of different characteristics, which we match to our eight quality criteria. The majority of the experts we consulted characterized the effectiveness of guidance in terms of its ability to support the completion of tasks (using terms such as meaningful, facilitating, goal-oriented), its transparency to the user (using terms as clear, transparent, descriptive) and its adaptability to the analysis context (with terms such as user-task-dependent, context-sensitive). These characteristics can be expressed in terms of the Relevance, the Explainability, and the Adaptiveness of guidance content. Whereas we rated and assigned the same weight to all the criteria, these results suggest that not all of them have the same impact on the final guidance design, and depending on the context some could be prioritized over others. These results provide valuable insights on how users perceive the guidance qualities and therefore support this kind of strategic decision.

VAUs must be real experts During the design of the evaluation framework, we ran internal tests before running the real evaluations. We encountered some problems during the expert trials, mainly accounting for the lack of knowledge of the guidance concepts. In particular, as mentioned, we phrased the VAUs heuristics using guidance terminology used commonly in the literature. During the tests, we noticed that the two VAUs involved were not entirely familiar with the terminology, which led them to misinterpret some of the heuristics. Although it seems obvious and expected that expert heuristics should be assessed only by real experts, we want to highlight how easy it is to make mistakes and obtain unreliable results. A simple solution to this problem could be rephrasing the heuristics or providing the necessary information about the terminology used before running the evaluation. This issue also raises a point about the necessity to strengthen the dissemination of guidance literature in our community.

Completeness We combined a bottom-up (i.e., reviewing the literature) and a top-down (i.e., input from the VA scholars) approach for the generation of the criteria, aiming for complete coverage of desirable guidance properties. However, we acknowledge that more work is potentially needed to assess the exhaustiveness of our list. Valuable input for this process could derive from the application of our heuristics in practical scenarios, beyond the initial assessment described in this paper.

Templates for experts and user testing Finally, we want to highlight that the main contribution of this paper lies not only in the description and discussion of a methodology to evaluate guidance approaches in VA. In addition, we provide a protocol (Sect. 4.2.1) for their application in practical scenarios, for rating and interpreting results, enrolling participants, as well as templates of questionnaires to be used by experts and users for testing in this Git repository [1].

8 CONCLUSION

This paper identifies the crucial factors contributing to the value and effectiveness of guidance. Similar to the value of visualizations [48], designing and developing effective guidance depends on balancing different system features. We identified eight quality criteria, which we instantiated into two sets of heuristics to evaluate and define effective guidance. We ran two evaluations to assess how VAUs and VAUs used our methodology in practice. For the expert evaluation, we created an ad-hoc system with specific guidance features. The results show that the experts were able to continuously identify the strengths and weaknesses of the proposed guidance, showing how our methodology can effectively contribute to guidance design already from its early development stages. We employed a well-known guidance-enhanced visualization tool (Voyager) for user evaluation, asked some VAUs to use it, and evaluated the provided support. VAUs could rate the guidance features consistently, showing a convergence of their and experts’ ratings. We show the value of our methodology by providing an in-depth assessment of the provided suggestions.
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